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Abstract— In this paper, we have built a robust fraud detection model, built upon an existing fraud detection research.Usually, machine 

learning models do not perform well in the presence of class-imbalance in the dataset. They tend to favor the majority class where the main 

objective was to detect minority class. We have used one such oversampling-technique MWMOTE[1] to handle this class imbalance 

problem and build three different models: Support Vector Machine (SVM), Decision Tree (DT) and Random Forest (RF). We found that our 

proposed method is giving us good results in comparison to the existing methods on the automobile insurance dataset, "carclaims.txt." 

Index Terms— Insurance Company, Fraud, Fraud Detection, Class-Imbalance, over-sampling, machine learning models. 

——————————      —————————— 

1 INTRODUCTION                                                                     

There has been a rapid growth in the insurance industry with 
respect to a large amount of data. As the data size increases, 
the traditional approach is finding tough to work on it and 
becoming a tedious job to identify the fraudulent claims. An 
insurance company, by its nature, is very susceptible to fraud. 
Insurance companies are losing a huge amount of money in 
such fraudulent claims. Once such industry is the automobile 
insurance company.  
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Generally, an automobile insurance contract is signed between 
an insurance company, which is also called an insurer, and a 
customer also called an insured. In basic terms, it is a contract 
between an insurer and an insured which provides a financial 
support to an insured by an insurer during the case of vehicular 
theft or damage. Fraud in an insurance can be broadly classified 
into two categories: 

• Hard Fraud: A hard fraud is a type of fraud which requires 
scheming, planning and sometimes even someone from the 
inside to obtain the financial benefits from an insurance 
company. It can be attributed to premeditated, planned and 
deliberate.  
• Soft Fraud: Soft fraud is a more prevalent form of fraud 
and also known as opportunistic fraud. 

 
Automobile insurance fraud occurs by getting into an accident 
on purpose. It also occurs when fake documents are submitted 
regarding casualties in a staged accident. The main motive be-
hind this is to get the financial benefits that insurer have prom-
ised while taking an insurance policy (Ngai et al., (2011)[2]). 
According to the Federal Bureau of Investigation (FBI) insur-
ance fraud division, "The total cost of insurance fraud (non-
health insurance) is estimated to be more than $40 billion per 
year. The FBI states that 4% of the money that the insurance 
industry makes is lost to insurance fraud. The Association of 
British Insurers (ABI) investigated the increase in the number of 
false claims and found that it was 18% more than the previous 
year (Cutting corners, (2015)[3]). According to the National In-
surance Crime Bureau (NICB), questionable claims continue to 
rise each year, with a 34 percent increase between 2008 and 
2011. It is reported in [4], that approximately 21% – 36% auto-
insurance claims contain elements of suspected fraud but only 
less than 3% of the suspected fraud is prosecuted. 
All these fraud statistics show the importance of handling the 
fraudulent claims and help the firms in incurring a huge 
amount of losses. But insurance fraud detection is a challenging 
problem. Traditional fraud detection methods are heavily de-
pendent on auditing and expert inspection. These methods are 
costly and inefficient. It requires money and time. On the other 
hand, fraud needs to be detected prior to the claim payment. 
Since data mining and machine learning techniques have huge 
potential in analyzing a large amount of data and detecting the 
suspicious and fraudulent claims in a timely manner, these can 
be used to build a model to identify the fraudulent claims. 
 
One of the main problems with these machine learning models 
is that they suffer from the problem of class imbalance in the 
dataset on which these models have been built. A class-
imbalance problem occurs in the data when the total number of 
one class (minority) is far less than the total number of another 
class (majority). In such a case, learning becomes difficult for the 
models. Most of the time, models tend to favor the majority 
class. Learning from the imbalanced dataset is itself another 
research area. In this paper we have used one such over-
sampling technique MWMOTE[1] for handling this problem 
and build three different models: Support Vector Machine 
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(SVM), Decision Tree (DT) and Random Forest (RF). We found 
that our proposed method of fraud detection for automobile 
insurance fraud detection is giving us good results compare to 
the existing state of the art.  
 
The paper is organized as follows: Section 2 talks about the lit-
erature survey in the area of fraud detection and class-
imbalance problem. Section 3 talks about the algorithm used in 
the proposed approach. In Section 4, we talk about the pro-
posed method and results on the automobile insurance dataset, 
"carclaims.txt." Finally, Section 5 presents the conclusion and 
future work. 
 

2 LITERATURE REVIEW  

In this section, we present the previous works in the area of 
fraud detection and the techniques used for solving imbalance 
dataset problems. The literature review is divided into two 
parts: insurance fraud detection and techniques for handling 
the imbalanced problem in a dataset. 
 

2.1 Insurance Fraud Detection 

 
The use of data analytics and data mining is changing the in-
surance fraud detection method. Data mining deals with the 
finding of information and hidden patterns which are statisti-
cally reliable, unknown previously and actionable from data 
[5]. In [6], data mining is defined as a method of finding useful 
patterns in data that can be helpful while making a decision. A 
meta-learning system [7] is developed for detecting the fraud. 
This system combines the result of different local based mod-
els at different sites and comes up with more accurate fraud 
detection tools. (Chan et al. (1999)[8] and Stolfo et al. (2000)[9]) 
extended this work and developed a data mining model 
which is distributed and scalable. It was used for evaluating 
the classification techniques. (Brockettetal.(2002)[10])proposed 
a mathematical method for an apriori classification of objects 
when no training data with target sample exits. They used 
RIDIT scores and found that an insurance fraud detector can 
increase the chances of targeting the appropriate claims and 
reduce uncertainty. (Phua et al. (2004)[11]) proposed a hybrid-
ization of two techniques stacking and bagging meta-
classifiers. They introduced a fraud detection method which 
makes use of a single meta-classifier (stacking) to choose the 
best base classifiers, and then combine these base classifiers 
prediction (bagging) to improve cost savings. (Viaene et al. 
(2005)[12]) used a Bayesian learning neural networks for auto 
claim fraud detection. The use of an automatic relevance de-
termination objective function scheme determines which in-
puts are most informative to the trained neural network mod-
el. (Pathak et al. (2005)[13]) used the fuzzy logic concept for 
finding the illegitimate claims from a bunch of settled insur-
ance claims. (Bermudez et al. (2008)[14]) introduced asymmet-
ric Bayesian dichotomous logit model for finding the fraudu-
lent insurance claims found in a Spanish insurance market. 
They have developed this model using data augmentation and 
Gibbs sampling and found out that the use of an asymmetric 
or skewed logit link significantly improves the percentage of 
cases that are correctly classified after the model estimation. 

 
(Sublej et al. (2011)[15]) used a graph-based social network 
model in order to identify frauds in automobile insurance. 
They have developed an Iterative Assessment Algorithm 
(IAA) that was based on Graph Components for identifying 
the suspicious claims. Each point in the graph is given a suspi-
cion score and then suspicious claim is determined by analyz-
ing the edges present within their neighboring nodes. (Xu et al 
(2011)[16]) used a random rough subspace based neural net-
work ensemble for insurance fraud detection. They have di-
vided the whole dataset into the training set and testing set 
and the training set is divided further into multiple training 
subsets by selecting r-dimensional random subspaces. Differ-
ent classifiers are trained on this multiple training sets to build 
a trained model. In the end, a final decision is taken by taking 
a majority voting of each model. (Sundarkumar and Ravi 
(2015)[17]) used a One Class Support Vector Machine 
(OCSVM) as an under-sampling technique to handle the class-
imbalance problem and five different classifiers are trained 
from the balanced dataset and found that Decision Tree was 
giving the best result compared to all four different classifiers. 
(Nian et al.(2016)[18]) proved an unsupervised model auto 
insurance fraud detection. They have used an unsupervised 
spectral ranking for anomaly and found their method was 
surpassing the existing outlier-based fraud detection model. 
(Subudhi et al. (2017)[19]) proposed the use of fuzzy cmean 
clustering for making the dataset balanced and used the 
thresholding technique to identify whether the majority sam-
ples are outlier or not. 

2.2 Technique for handling class-imbalance dataset 
problem 

 
In the presence of imbalanced dataset, machine learning mod-
els tend to favor the majority class, where model’s perfor-
mance is not good for the minority class [20] [21]. This hap-
pens because machine learning models will try to return the 
most correct predictions depending on the entire dataset, 
which results in them classifying all the data as belonging to 
the larger class. This larger class is of least interest to the data-
mining problem where the main goal is to identify the minori-
ty class. For example, the main goal in insurance fraud detec-
tion is to identify the fraudulent (minority) data, not the non-
fraudulent (majority) data. In this section, we review the past 
work reported in different techniques in handling this prob-
lem. 
 
(Hart (1968)[22]) proposed an under-sampling method, Con-
densed Nearest Neighbor (CNN). This method initially starts 
with two blank datasets A and B. Then randomly a sample is 
drawn and placed it in dataset A, while the rest of the samples 
are placed in dataset B. Then one instance from dataset B is 
scanned by using the dataset A as the training set. If an in-
stance in B is misclassified, it is transferred from B to A. The 
process repeats until no instances are transferred from B to A. 
(Sternberg and Reynolds (1997)[23]) solved the problem by 
searching manually for the features that cause type 1 error 
(false positive) and type 2 error (false negative) and use these 
features to design the model. (Laurikkala (2001)[24]) proposed 
Neighborhood Cleaning Rule (NCR). It uses Wilson’s Edited 
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Nearest Rule to remove selected majority class examples. Oth-
er techniques involve the generation of new synthetic samples 
from the minority samples. (Chawla et al. (2002)[25]) proposed 
Synthetic Minority Oversampling Technique (SMOTE) ap-
proach, where the new synthetic minority samples are gener-
ated rather than just oversampling with replacement. (He et al. 
(2008)[26]) proposed the Adaptive Synthetic (ADASYN) over-
sampling technique which was an improved version of 
SMOTE. It does same as the SMOTE just with a minor im-
provement. After creating those new synthetic minority sam-
ples, it adds a random small value to these thus making it 
more realistic. (Han et al. (2005)[27]) proposed the new over-
sampling technique to handle the borderline minority sam-
ples. Borderline samples are those samples that are close to the 
decision boundary. These samples are the ones that are most 
likely to be miss-classified. They proposed the used of δ to 
identify the minority samples as borderline samples. In some 
of the situation the mentioned oversampling techniques do 
not work, (Baruaetal.(2014)[1]) proposed an over-sampling 
technique, MWOTE. 
 
(SundarKumar et al. (2015)[28]) proposed the use of k-
reversed Nearest Neighborhood and One Class support vector 
machine (OCSVM) as an under-sampling technique for han-
dling the class-imbalance problem. (Subudhi et al. (2017)[19]) 
proposed the use of fuzzy c-means algorithm to identify the 
majority samples as an outlier and used it as an under-
sampling technique. (Sudarsun Santhiappan et al. (2018)[29]) 
proposed TODUS, a top-down oriented directed under-
sampling algorithm that follows the estimated data distribu-
tion to draw samples from the dataset. (Douzas et al. 
(2018)[30]) proposed the use of Conditional Generative Adver-
sarial Networks to approximate the true data distribution and 
generate data for the minority class of various imbalanced 
datasets. 

3 ALGORITHM USED IN THE PROPOSED APPROACH 

In this section, we will discuss an algorithm, Majority 
Weighted Minority Oversampling Technique (MWMOTE), 
which is used for handling the class-imbalance problem. 

3.1 Majority Weighted Minority Oversampling 
Technique (MWMOTE) 

Majority Weighted Minority Oversampling Technique is in-
troduced in [1]. It is one of the oversampling technique to 
handle the class imbalance problem present in the dataset. It 
generates new synthetic samples from seed samples.  
 
Oversampling methods like Synthetic Minority Oversampling 
Technique (SMOTE)[25], Borderline Smote (BrdSMOTE)[27], 
Adaptive Synthetic Minority Techniques (ADYSN)[26] fail to 
identify the borderline samples in some situation. Borderline 
samples are those samples which lie closer to the decision 
boundary. These samples are the one which can be miss-
classified by the classifier. MWMOTE tries to handle this situa-
tion and identifies the borderline samples by assigning a 
weight to the hard-to learn minority samples based on the 
majority samples. This method focusses on two objectives: one 
is to improve the sample selection scheme and another one is 

to improve the scheme of generation of synthetic samples 
based on the hard-to-learn samples. It comprises mainly three 
important main stages: 

• Firstly, samples which are hard-to-learn and the most 
important minority samples are identified. 

 • Secondly, each of the hard-to-learn minority samples is 
given weight based on its importance in the data. These 
weights are based on the majority samples.  

• Lastly, new synthetic minority samples are generated 
following a similar strategy to SMOTE. 
One can find the full algorithm for the MWMOTE in [1]. 

4 PROPOSED METHOD AND RESULT 

This section talks about an approach for building a fraud de-
tection model for identifying the fraudulent claims in the au-
tomobile dataset. 
In order to identify the fraudulent claims, we have proposed a 
new approach which is shown in Figure 1:  

                         Figure 1 
 

First our model focus on the preprocessing of data, which is an 
important step for building a good classifier. Details of pre-
processing steps are given in the following section. Next, the 
model handles the problem of imbalanced data. In order to 
tackle this problem, we have used an above mentioned over-
sampling technique MWMOTE. With the help of this tech-
nique, we have synthetically generated minority samples. Af-
ter handling the class-imbalance problem, we have built three 
different classifiers: Support Vector Machine (SVM), Decision 
Tree (DT) and Random Forest (RF). We have used a 10-fold 
cross validation for training and testing these classifiers and 
compared our result with the existing state of art method pre-
sent in the literature. The results of our method and its com-
parison are shown below in the following sections.            
 

4.1 Data Description 

"carclaims.txt" dataset is the only publicly available automo-
bile insurance dataset and is taken from (Phua et al. 
(2004)[11]). This dataset is provided by Angoss Knowledge-
Seeker Software. It consists of 15420 claim instances from Jan-
uary 1994 to December 1996, having 14,497 genuine samples 
(94%) and 923 fraud instances (6%). Hence the dataset is high-
ly imbalanced. The dataset has 6 ordinal features and 25 cate-
gorical attributes. The description of each of the attributes is 
shown in Figure 2. 

4.2 Data Preprocessing 

In this paper, we have used one-hot encoding and binary en-
coding representation for representing the categorical attrib-
utes present in the dataset. Some of the procedures of data 
preprocessing are taken from (Phua et al. (2004)[11]). Once  
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               Figure 2 
 
these steps are done, the data normalization procedure is ap-
plied to the dataset so that all the features have value in the 
range [0,1]. Since different ranges of attributes can affect the 
model’s performance by giving importance to high valued 
attributes, data normalization ensures that every data point 
will get an equal chance rather than high valued attributes. 

4.3 Performance Metric 

 
To evaluate how our models are performing, we have used the                   
five standard metrics: Accuracy, Precision, Recall/Sensitivity, 
Specificity, and F1-Score. These metrics measure the effective-
ness and usefulness of the model. 
   • Accuracy: It is the most common performance measure 
and is defined as the ratio of correctly predicted observation to 
the total number of observation. Accuracy is a great measure 
but only when the given dataset is symmetric and balanced. It 
is given by 

 Accuracy = (TP + TN) / (TP + TN + FP + FN) 
 
• Precision: It is defined as the ratio of correctly predicted 

positive observation to the total predicted positive observa-
tions. High precision relates to the low false positive rate. It is 
given by 

         Precision = TP/ (TP + FP) 
 
• Recall (Sensitivity): It is defined as the number of obser-

vations correctly identified as positive out of total true posi-
tives. It is given by 

Recall = TP / (TP + FN) 
 

• Specificity: It is defined as the number of observations 
correctly identified as negatives out of total negatives: It is 
given by 

Specificity = TN / (TN + FP) 
 

• F1-Score: It is defined as the harmonic mean of precision 
and recall. Therefore, this score takes both the false positive 
and false negative into account. It is more useful than accuracy 
especially if the dataset has an uneven class distribution. It is 
given by 

F1−Score = 2 ∗ (Precision ∗ Recall) / (Precision + Recall) 
where TP, TN, FP, and FN stand for true positive, true nega-
tive, false positive and false negative respectively. Note than 
recall expresses the ability to find all the relevant instances in a 
dataset whereas precision expresses the proportion of the data 
points our model says was relevant actually were relevant. In 
the case of imbalanced data, the model with the highest accu-
racy is not a good model. So, we have chosen the model with 
the highest recall (sensitivity) as the optimal one since recall 
identifies the number of fraudulent instances. 

4.4 Results 

This section contains the results of our proposed approach. 
We have trained and build three different model: Support vec-
tor machine (SVM), Decision Tree (DT) and Random Forest 
(RF). These three different models have been built and tested 
on the publicly available dataset, "carclaims.txt". We have 
used 10-fold cross-validation. The following tables contain the 
result of the three different models. 

      Table 1: Results of models without applying MWMOTE 
 
From Table 1, we can see the all the three different models 
have good accuracy. Compared to all the models, Random 
Forest has the highest accuracy. Based on the accuracy only, 
we cannot say that Random Forest is the best model compared 
to the other two. Its’ recall (sensitivity) is only 2.49%, which 
means that almost all the fraudulent observation are being 
miss-classified by the model. Hence we cannot say that it is the 
best model. Not only for the Random Forest, recall for the oth-
er two models is also not acceptable. All the three models have 
low recall even though their accuracy is more. This clearly 
shows that the dataset, "carclaims.txt" is not symmetric and 
has an imbalanced data problem. Table 2 shows the result of 
our method after handling this imbalanced data problem. 

        Table 2: Result of models after applying MWMOTE 
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We have applied the technique called MWMOTE, for han-
dling the imbalanced problem. From Table 2, we found that 
all three models’ recall has increased and models are now 
able to identify the fraudulent cases more properly. Almost 
all the models’ performance metrics have increased except 
for the SVM. We found that SVM’s accuracy has decreased. 
This can be due to the fact that the new synthetic samples 
generated by the MWMOTE are over-lapping with others 
samples. Hence, SVM is wrongly predicting the non-
fraudulent cases. In our proposed approach, considering the 
highest accuracy and recall, we found that Random Forest is 
the optimal model and giving the best result compared to 
the other two models. The Receiver Operating Characteristic 
(ROC) for the above models are shown in Figure 3, 4 and 5. 
  
 

             Figure 3: ROC of Random Forest for 10-Folds 

 
                Figure 4: ROC of Decision Tree for 10-Folds 
 
 
From the figures of ROC also, we could make out that the  
 
 

Figure 5: ROC of SVM for 10-Folds 
 
mean Area Under the Curve (AUC) is maximum for Random 
Forest. This also supports our above claim of Random Forest is 
the best model compared to Decision Tree and Support Vector 
 

 
   
                 

4.4.1 Comparison of our results with the existing 
results in academic literature 

 
Since this dataset, "carclaims.txt", is publicly available, various 
researchers have successfully used and have built the 
classifiers based on this dataset. They have used it for exhibit-
ing their proposed system’s performance. Some of the papers 
that have used this dataset are (Xu et al. (2010)[16]), 
(Sundarkumar et al. (2015)[28]), (Sundarkumar and Ravi 
(2015)[17]), (Nian et al. (2016)[18]) and (Subudhi and Panigrahi 
(2017)[19]). All these research papers have used Accuracy, 
Sensitivity, and Specificity as the performance metric to evalu-
ate the models. Table 3 presents the comparison of the results 
with these research articles and our results. It is found that our 
proposed approach is outperforming all the existing results in 
terms of all metrics. 

 
Table 3: Comparison of proposed method with an existing       
results. 
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       Figure 6: Comparison of our proposed approach 
 
 
The Figure 6 compares the results of the research articles with 
our proposed method and finds that our proposed approach 
gives the highest value in all the three metrics: accuracy, sensi-
tivity and specificity, used. 
 
 

5 CONCLUSION AND FUTURE WORK 

 
In this paper, we have proposed a method for building a 
classifier for detection of fraudulent automobile insurance 
claims. We have used the MWMOTE, as an over-sampling 
technique to generate the new synthetic samples and make the 
dataset symmetric. With the balanced dataset, we have built 
three different classifiers: Support Vector Machine, Decision 
Tree and Random Forest. We found that Random Forest was 
giving the best result among these classifiers. We have also 
compared our results with the existing results of research arti-
cles and found that our results were optimal with respect to all 
the performance metrics used. 
 
It is found that the oversampling technique MWMOTE 
wastakingalmost7hourstogeneratethenewsyntheticsamples in 
this "carclaims.txt" dataset. As the data size becomes bigger, 
the generation of new synthetic samples takes more time. 
Hence to reduce the time taken by MWOTE, parallel imple-
mentation of MWMOTE on GPU can be done as a part of fu-
ture work. Building a deep model for automobile insurance 
fraud detection using deep learning can also be seen as a part 
of future work. 
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